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1 INTRODUCTION

1.1 LAB OBJECTIVE

This document details all actions that you will be running during Oracle OpenWorld session
Hands On Lab HOL9982.

The objective of this lab is to demonstrate how OracleVM Templates provide an easy and fast way of
deploying Oracle Applications. Those templates are designed to build test or production clusters of
any number of nodes, while by default a 2-node cluster is created.

They include full support for Single Instance, Oracle Restart (Single Instance/HA) and Oracle RAC for
both 11gR2 and 12c. The templates support Flex Cluster, Flex ASM as well as automation for
Container/Pluggable databases in 12c.

During this session, you are going to deploy a 4-node Flex Cluster (3 Hub and 1 Leaf) with a
dedicated network for ASM traffic.

STEPS TO PERFORM BEFORE CONTINUING READING :

TO SAVE TIME, THE FIRST THING TO DO IS TO START BOTH VirtualBox VMs (Oracle VM
Manager and Oracle VM Server) :

* Select the VM called “"HOL9982_ovm_mgr” and click on the icon < to start it (Figure 1.1.1)
* Select the VM called “"HOL9982_ovm_srv” and click on the icon < to start it (Figure 1.1.1)

Q Cracle VM VirtualBox Manager = B =
[
@D & D : :
5 | ) s
New Settings’ Start . Discard
: El General [E preview =
MName: HOL%382_ovm_mgr
(58] HOL9982_ovm_srv Operating System: Orade (64 hit)
@ Powered Off m Syst
Base Memory: 3072 MB
BootOrder:  Floppy, CO/DVD-ROM, Hard Disk HOL9982_ovm_mgr
Acceleration:  VT-x/AMD-Y, Nested Pagng, PAE/NK
|5 Display
Video Memory: 12MB
Remote Desktop Server: Disabled
(J Storage
Controller: IDE Controlier
IDE Secondary Master:  [CD/OVD] Empty
Controller: SATA Controller
SATA Port 0: HOL998 mor -disk 1. vmdk (Normal, 25,00 GB)
SATA Port 10 HOL998 2mer -disk 2. vmdk (Normal, 10,00 GB)
e =
Figure 1.1.1
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1.2 PREPARATION (HAS BEEN DONE BEFORE THE LAB)

To save time and fit in the one hour slot of Oracle OpenWorld labs, some actions were made before
the actual lab.
Here is a quick list of actions which were already done :
o Install Oracle Linux 6.4 (64 bits) on all the laptops.
o Install Oracle VirtualBox 4.2.16 + extensions on all the laptops.
o Install Oracle Java JRE 7 update 25 on all the laptops. (needed to get Oracle VMs console)
o Install an Oracle VM Manager 3.2.4 server in a VirtualBox virtual machine.
o Install an Oracle VM Server 3.2.4 server in a VirtualBox virtual machine.
Note: to run this lab at home or office
0 Requirements:
0 Have an X86 machine with 16GB of RAM and 4 cores CPU.
0 Any X86 Operating System supported by Oracle VM VirtualBox is OK (Microsoft
Windows, most Linux distributions, Oracle Solaris X86, Apple Mac OSX, ...)

1.3 WHAT YOU WILL LEARN

In this lab, you will learn how Oracle VM work and how to execute the following steps :

1) How to discover an Oracle VM Server

2) Create a Virtual Machine Network

3) Create VNICs (Virtual Network Interface Cards)

4) Create a Server Pool

5) Create a Storage Repository

6) Add Resources to Storage Repository

7) Create 4 Virtual Machines from a RAC 12c template

8) Create ASM disk and map it to each VM using Oracle VM CLI

9) Start and configure all 4 Oracle VM virtual machines as RAC nodes using deploycluster
tool

1.4 GLOBAL PICTURE

The following picture shows all the components (VirtualBox and Oracle VM virtual machines) with
their names and configuration (memory, IP address, network...)

OVM guest OVM guest OVM guest OVM guest
PUBNet
tho VMO VM1 VM2 VM3 OVM Virtual Machi
© DB12c DB12C DB12C DB12C STV L ETE DTS
HIB node HUB node HUB node LEAF node running on top of OVM
1 GB ram 1 GB ram 1GBram 1GBram server

Oracle VM Manager Oracle VM Server
3.24 3.24

VirtualBox VM VirtualBox VM Virtual Machines runingin
3 GB ram 10 GB ram VirtualBox

Laptop: 16 GB of RAM, i5-3320M cpu (4 vcpus) Physical machines
Native OS: Oracle Linux 6 update 3 (64 bits) replaced by
a laptop with VirtualBox
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2 DETAILED INSTRUCTIONS

2.1 START BOTH SERVERS (VIRTUAL BOX VMS)

As previously explained, we will use Oracle VirtualBox to host the 2 servers (Oracle VM Server,
Oracle VM Manager) on a single laptop.

Both VMs should have been started in 1.1, if not please start both VMs as described in Chapter 1.1

TODO:
e Wait for both VMs to be ready
o Wait for the Oracle Linux display screen on the VM HOL9982 ovm_mgr (Figure 2.1.2)
o Wait for Oracle VM server display screen on the VM HOL9982 ovm_srv (Figure 2.1.2)
o0 Open a Terminal windows and check you are able to ping both VMs :
HOL9982_ovm_mgr : 192.168.56.3
HOL9982_ovm_srv : 192.168.56.2

=8 X

[‘ g Oracle VM VirtualBox

o ,"H\( = a : i
\_»} e ﬂ} - L Auera - Snapshots
MNew Settings Show Diecsrd

e HOL9982_ovm_mgr
9 Running

ing] - Oracle VM VirtusiBox i yem_srv [Running] | 2

¥ Applications Places System &

s, 11 minutes_

B

Figure 2.1.2

8O F& @] O EaroromE

* Once both VMs are started and you have checked ping is OK you can :
- Minimize the main VirtualBox program window
- Minimize the Oracle VM Manager VirtualBox window
- Minimize the Oracle VM Server window

All next steps will be done from your laptop native OS.

Hardware and Software
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2.2 CONNECT TO THE ORACLE VM MANAGER CONSOLE

TODO:
*  On your Linux physical desktop open a Firefox browser and connect to the Oracle VM
Manager console using URL https://192.168.56.3:7002/ovm/console
You should get the following login page :

#) Oracle VM Login - Mozilla Firefox

Help

{7 Oracle VM Login racle Szn Francisco 2013

€ | @ hitps;//192.168.56.3:7002/ovm/ consols/faces/login jspx?_afrl oop=1124605577686 8 afWindowMode=08 adf.ctrl-state=099h70<0f0_4

ORACLE VM Manager

Welcome

Log in to the Oracle VM Manager

*Usemame: | admin

* Password

Welcomel

Login

1> Accessibility Options

Copyright @ 2007, 2012 Qracle andior its affiliates. All rights reserved. Oracle VM Manager 3.2.4.524

¢ Log in using the following credentials:
o Login : admin(Oracle VM Manager Administrator)
o Password :Welcomel

2.3 DISCOVER THE ORACLE VM SERVER

When you add Oracle VM Servers to your Oracle VM Manager environment, this process is known as
discovering Oracle VM Servers. The first thing you should do to set up your virtualization environment
is to discover your Oracle VM Servers.

When an Oracle VM Server is discovered, it contains some basic information about itself, and about
any immediate connectivity to a shared SAN, but it is considered to be in an unconfigured state. Any
storage attached to the Oracle VM Server is also discovered. Depending on your hardware and
networking configuration, external storage may be automatically detected during discovery of the
Oracle VM Servers. In this LAB our Oracle VM Server does not have any shared storage only a local
OCEFS storage that has been discovered during discovery of the server.

Hardware and Software
Engineered to Work Together
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TO DO

» Click the Servers and VMs tab, if not already selected (Figure 2.3.1)

. Click Discover Servers Bhin the toolbar (Figure 2.3.1)

» Enter the Oracle VM Agent password (ovsroot) and the IP address (192.168.56.2) for the

Oracle VM Server(s) to be discovered. Click OK (Figure 2.3.1)

Qracle VM Home

€& @ hitps//192.168.56.37 1 e/faces/resource/resour c Pl A
ORACLE" VM Manager Loggedinas: admin Logout Sefings~ Help~
| Heatn WRUUTUEEUTEMM  Repositories | Nelworking Storage ¥ Togisand Resources 1 Jobs Getting Started
T . - . -
fm ﬂj’ a @ | View - | Perspecive. | Sewver Pools _ =] | &S 2
-azf%) Name |Tagts) [keymap |virtual 1P |maste Oracle® VM
[li] Unassigne /ers No Server Pools found =
[3) Unassioned Virual s Getting Started
\ Table of Contents
. Di s - 1 Oracle VM Servers
i err:r:} Discovering Oracle VM Servers
S |
Jver Storage
Oracle VM Agent Port 8899 Discovering a file server
Oracle VM Agent Password: | sess. p ol o S
ﬁ.:mz T 2} te a Virtual Machine Network
| Creating a virtual machine network
ﬂ te vHICS T
| Creating VNICs
IP Addresses/DNS Hostnames: 3 le a Server Pool
| Creating a server pool
Ie a Storage Repository
Creating a storage repository.
Resources fo Storage Repository
Enter DNS hostnames, IP addresses or |P address ranges on separale lines Empom.ng = _ﬂsmm .
(Ranges must be in the farmat 192.168.10.2-10) Importing a virtual machine template
| Importing an ISO file
Ie Virtual Machines
Creating a virtual machine from a template
2l Cancel| 0K Creating a virtual machine from an assembly
<[ Creating a virtual machine from an 1SO file
| Starting a virtual machine and connecting to the
- . console
M -
=
!
@ Job summary: [J 98 Total Joos OPending [F0inProgress @3 Failed [F0avotes B 95 Complets
Description | Status |Meseage Abort | Details

Figure 2.3.1
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The Oracle VM Servers are discovered and added to the Unassigned Servers folder in the Servers
and VMs tab. The displayed name of a discovered Oracle VM Server is the assigned DNS name, and
not te IP addres (Figure 2.3.2)

Oracle VM Home .. Oracle San Francisco 2013

& @ e 192168563 asle ourcelrene _atrWind i frloc . dat — | [~ Googte P &
ORACLE" VM Manager Logged inas: admin Logout Settings ~ Help ~
| vieain WECGELIAUEIE  Repositaries | fietworking | Starage | lonisand Resources Y lobs Getting Started
} " =
BmRd AP View = | Parspective: | Server Posls = & pe AR =
|_.11Lm Name Tap(s) |keymap |vanwial 1P Maste Oracle® VM
{7 [§ Unassigne No Server Pools found
Getting Started

] Unassignea Verual Machines S —
Discover Oracke VM Servers
Discovering Oracie VM Servers
Discover Storage
Discovering a file server
Discovering a SAN server
Create a Virtual Machine Network
Creating a virual machine network
M| Create viiCs
Creating VNICs
Create a Server Pool
Creating a sarver pool
Create a Storage Repository
Creating a storage repasitory
Add Resources to Storage Repository
Importing an assembly
Importing a virual machine emplate
imparting an 150 file
Create Virtual Machings
Creating a virtual machine from a template
Creating & viriual machine from an assembiy
Creating a virtual machine from an 1SO file.

Starting a virtual maching and connecting to the
console

L
T

@ Job Summary: [J100TotslJobs [BOPending [@0MnProgress @3 Faited [0 Aborted [ 8T Complete

Desgrintion, fat ,__|Message | Aport | Details
Discover Server 192 168 56 2 Compilated Abort Dataits
Figure 2.3.2

Next step is the discovery of a storage array. In our LAB we only have a local OCFS2 disk attached to
the Oracle VM Server which been discovered already during the discovery of the Oracle VM Server.
So next step is to configure the network.

2.4 CONFIGURE THE NETWORK

Oracle VM has a number of network functions: Server Management, Live Migrate, Cluster Heartbeat,
Virtual Machine, and Storage. The Server Management, Live Migrate and Cluster Heartbeat roles
were automatically assigned to the management network (192.168.56.0) when you discovered the
Oracle VM Server. The Virtual Machine and Storage roles are not automatically created, and you
must manually create these. The Storage role is only required for iISCSI-based storage, so for the
purposes of local based storage used in this HOL, it is not required. In this HOL you will assigned the
management network the Virtual Machine role and create 2 new networks.

PRIVNet with Virtual Machine role, it will be used for RAC private network traffic.

ASMNet with Virtual Machine role, it will be used for ASM traffic (Flex ASM feature of DB12c)

Hardware and Software
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12.4.

1 DEFAULT MANAGEMENT NETWORK

TODO:

Click the Networking tab, then the Networks subtab.
Select existing Management Network 192.168.56.0

Edit the Management Network with 4
Change the name to PubNet
Add Virtual Machine role to PubNet

"} Oracle VM Home racle San Francisco 2013

€ @ hitps//192.168.56.3:7002/avm/ con:

afiWindowMode=08_afrLoops=

ORACLE VM Manager

c "l'

Logged inas: admin Logout

Pl

Setfigs ~ Help -

P{eglul égLvers and VMs - Re Storage Tools and Resources Jobs
<. Networks %3 VLAN Groups
~] | Network Channels |
!
aira-hetwork
e /‘/ Sel s '! Guster |l migeate| ‘siorage | ,Viial |VLAN Seoment {Pescy
- | Management Heartbeat Maching

ﬂmz 168.56.0 \ B J

<k Edit Network

1D:
Edit Network —
* Name m Network [7] Server Mianagement
|| Select Servers Description: | K Channels: ) Live Migrate

- ] Cluster Heartbeat
[ Virtual Wachine  ©
| Slorage

a]

Rows Selected 1

@ Job Summary:
Description
Edit Network PubNet (Ne

Figure 2.4.1

* Click Next

Getting Started
Cracle® VM
Getting Started
Table of Contents
Discaver Oracle VM Servers
rk
iplate
atemplate
an assembly
an 150 file M
tonnecting to the
-
F ]
woancsl | Nt | I S
Details A
ol P R

e Check ovm-srv.oow.com is in Selected Server(s) column and click Next
* Check ovm-srv.oow.com bondO is in Selected Ports and click Next
» Check None for both VLAN Group and VLAN segment and click Next

» No change to Configure IP addresses and click Finish

Now we are going to create a new network PrivNet which is going to be used for Oracle RAC traffic

Hardware and Software
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|2.4.2 CREATION OF THE PRIVATE NETWORK

TODO:
* Click the Networking tab, then the Networks subtab.

«  Click Create New Network... I to start the Create Network wizard (Figure 2.4.2.1)
e Select Create a network with bonds/ports only

{8 Oracle VM Home - Mozilla Firefox = ®
File Edit View Histary Bookmarks Tools Helg
Ol M Hame L ———————————————— e — .
€ | @ nittps;//192.168.56.3:7002/ ovm/ console/faces/resourcefesourceView,jspi?_afrWindowMode=08: afrl aop=5928776037978& adf.ctrl-state=v1jesei5 9 | |28 - Google P @
ORACLE" VM Manager <L Create Network T
Select a Network Configuration
Health Servers.and Vis Repositories Networking g
<& Networks BT VLAN Groups. hVthual MICs. .,.—-1 @ Create a natwork with bonds/ports only l 2
. 1 Create a network wi S only
) Create a hybrid network with bondsiparts and VLANS
View - ™ ) Create a local network on a single server
|mtra4vaxwur|< —_—
Name Ioaes Server | Cluster
| W Heartbea
PUDNet 3 v
Columns Hidden 1
@ Job Summary: [J3Totalobs [§OPending [H0InPn
Description |Status
Cancel | Next

l‘:‘igure 24.2.1

* Click Next
* New network name is PrivNet (Figure 2.4.2.2)
* Assign Virtual Machine role to this new network (Figure 2.4.2.2)

wls Credle Network

Enter Network Hame and Lise

* Mama Metwork Channeis Server Management

Desonption Live Migrate
Cluster Haaribeat

o Virtusl Maching

Slorage

Croate Retwork

_ Selec Sarverm

Canoei | Next
Figure 2.4.2.2
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* Click Next

At the Select Servers step of the wizard, select ovm-srv.oow.com to be included in the new
network and move it to the Selected Servers list box (Figure 2.4.2.3)

ok Create Network

Seled Servers for your network
Create Network
Available Server(s) Selected Sever(s)
Select Servers R e ey
o TR DV =3l V., O0W.LOITI
| Select Poris \ /

Previous | Cancel | Next |
Figure 2.4.2.3

e Click Next

At the Select Ports step of the wizard, Select ovm-srv.oow eth1l and move it to the Selected
Ports list box (Figure 2.4.2.4)

<k Create Network

Select Ports to include in your network
Available Ports

Selected Ports

Select Servers ovm-srv.oow.com ethl on

owr
ovm-srv.oow.com (ethl)
Select Ports ovm-srv.oow.com eth2 on
ovm-sneoow.com (eth2)

|| Configure IP Addresses

Previous | Cancel | Mext |
Figure 2.4.2.4

Hardware and Software
Engineered to Work Together

ORACLE "



ORACLE

» Click Next

« Atthe Configure IP Addresses step of the wizard, you set up the network bonding. You can
use static IP addresses, DHCP or have no IP addresses assigned to the network. In our LAB
we do not need to use IP addresses as we are creating a network for use only by virtual
machines, so leave the Addressing to None (Figure 2.4.2.5)

e Click Finish to create PrivNet network (Figure 2.4.2.5)

<L Create Network

Ports
i Ports Addressing |IF' Address |Mask iEIonding
SR avm-srv.oow.com eth1 on ovm-srioor MNone E} MNat Applicable

| Select Ports

Configure IP Addresses

Previous | Cancel | FEinish |

Figure 2.4.2.5

2.4.3 CREATION OF THE ASM TRAFFIC NETWORK (FLEX ASM)

TODO:
* Repeat all steps described in 2.4.2 :
0 Replace PrivNet by ASMNet
0 Useovm-srv.oow ethl

Now we are going to create some VNICs (Virtual Network Interface Card)

Hardware and Software
Engineered to Work Together

ORACLE "



ORACLE

2.5 CREATE VNICS (VIRTUAL NETWORK INTERFACE CARD)

The VNIC Manager creates Virtual Network Interface Cards (VNICs), which are used by virtual
machines as network cards. You create virtual network interfaces by defining a range of MAC
addresses to use for each VNIC. Each MAC address corresponds with a single VNIC, which is used
by a virtual machine. Before you can create a virtual machine which has the ability to connect to the
network, you should generate a set of VNICs. You only need to perform this step when you run out of
VNICs, not each time you want to create a virtual machine.

In this HOL LAB, 20 VNICs are already present, you will create 20 additional VNICs.

TO DO :

»  Click the Networking tab, then the Virtual NICs subtab (Figure 2.5.1)
» The Create Virtual NICs page is displayed. Click Auto Fill to get the next available MAC

address and click Create (Figure 2.5.1)
o Wik Lol =

:

https://192.168.56.3:7002/ avm/ con: C | |59~ Google

& hitp: R 7 Pl #

ORACLE" VM Manager Loggedin as: admin Logout Seftings ~ Help -
Servers and VMs Storage Toois and Resources Jobs Getting Started

<k Networks VLAN Groups
= L P Discovering a SAN server

Create a Virtual Machine Network
Creating a virtual machine network
(Create VNICs

Create Virtual NICs

Initial Address 00 |t (21 L3

Creating VNICS
view» | 3¢ Create a Server Pool =
- Creati I
Virtual NIC [Network nas= ] & Teating 2 Server poo
TR - Create a Storage Repository
00:21:16:00:00:01 (¥ | Creating a storage repository =
00:21:/6:00:00:02 . Add Resources to Storage Repository
00:21:6:00:00:03 = Importing an assembly
P i— o i importing a virtual machine template B
= Importing an ISO file

Create Virtual Machines

MAC addresses must be unique or collisions may occur if you are running muliiple OVM Manager Server applications . .
Creating a virtual machine from a template

@ Job Summary: [ 5Tataljons [@OPending [JoinProgress [@0Faied [ 04vorted [ 5 Complste

Description |Status |Message | Abort | Details |
Create Virtual Network Interface Cards Completed Abort Details
Create Network Priviet Completed Abort Details

] v

< m

Next step will be to create a server pool.

2.6 CREATE A SERVER POOL

A server pool contains a group of Oracle VM Servers, which as a group perform virtual machine
management tasks, such as High Availability (HA), implementation of resource and power
management policies, access to networking, storage and repositories. In this LAB, we will create a
server pool with a single Oracle VM Server inside.

TO DO :
e Click the Servers and VMs tab (Figure 2.6.1)

«  Click Create Server Pool P from the toolbar (Figure 2.6.1)
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» The Create a Server Pool wizard is displayed. Enter the server pool information (Figure
2.6.1)
0 Server Pool Name : mypool
o Virtual IP: 192.168.56.4
0 Uncheck Clustered Server Pool

{8 Oracle VM Home - Maxzilla Firefox

o
[
|E(€

¢ |28 Google P &

Logged inas: admin Logoul  Seftings ~ Help~

e @ https//192.168.56.3:7002/ ovm/consale/faces/resource/resourceView jspx?_afrWindowMode=08_afrl oop=592877603797 &_adf.ctrl-state=v1jesei5| 9

ORACLE" VM Manager

Creale Netwark Priviyet

8P4 Create a Server Pool red
- 3 overing a SAN server -
-‘—Cg _ Crmats Sarvet Poot * Server Pool Name: W' Machine Network
s - ting a virtual machine netwerk
=[] Unassigned Servers [ Add Servers *Virtual IP Address for the Pool:]| 192 168 56 4 4 is
[ Unassigned Virtual Machines =3 - —— 1
VM Console Keyma English, United Stat [=] e
ymap en-us (English, United States) Lo L
VM Start Palicy Start on best server [+l |ting a server pool
ﬂ rage Repositary
[ Secure VM Migrate fting a storage repository E
= 2 s fo Stol Repositol
Hypenisor Type OVMXen = "e Il L
= rting an assembly
\[] Clustered Server Pool 2 yrting a virtual machine template =
- rting an 1O file
Timeout for Cluster: 120 5{Seconds 1al Machines
Storage for Server Pool: Metwark File System ) Physical Disk E’nga v?mmlmdr?nefrmatﬂnpme s
* Storage Lacation: ! | S
Description: F
@ Job Summary: [0 5TotalJobs [0 Pend
Description Abort Delails
Creale Virtual Network Inferface Cards Cancel | Next Abort Details
l Abort Details

x|

Figure 2.6.1

* Click Next to add the Oracle VM Server ovm-srv.oow.com to the server pool (Figure 2.6.2)

[P Create a Server Pool

Selectthe Servers that will be inthe Server Poal
| Create Server Pool

Add Servers i‘é‘.’ﬂl\'&m&ﬁ Selected Server(s)
e OVM-SIV.00W.cOm

|| Tags{Optional)

Previous | Cance| | Mext | Finish |

Figure 2.6.2
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e Click Finish and check Oracle VM Server ovm-srv.oow.com is how part of your server pool
mypool (Figure 2.6.3)
TS

8 Oracle VM Home - Mozila Firsfox 1 S " 9™ = =
File Edit View History Bookmarks Tools Hel
& | @ https;//102.168.56.3:7002/ dvm/ console/faces/resource/resourceView,jspri_sfriWindowhMode=08t afrloop=502877603797 & adf.ctri-state=vijessi5] 9 | |29~ Google Pl #®
ORACLE VMManager Loggedinas: admin Logout Setings ~ Help ~
TN serversand Viis Repositories MNetworking Sigrage Tools and Resources Jobs Getting Started
' - t Discovering a SAN server =
View - | Perspecive: Vidual Machines [=] | & «~ X & & % i > Create a Virtual Machine Hetwork
Server Pools |name |status  |Tag(s) |EventSeverity [Server |Max. Memory (MB) | Memory (V. PO —
v PR i
BE mypool Mo Virtual Machines found Create VHICs.
i ovm-snoowcom
Creating VNICs.
[ Unassigned Virtual Machines Krentenbarvarnool P
) Creating a server pool
ﬂ Create a Storage Repository
Creating a storage repository B
Add Resources to Storage Repository
Importing an assembly
Importing a virtual machine template L
< . ¥ Importing an ISO file
Create Virtual Machines
Creating a virtual machine from a template =
L ek
@ Job Summary: [ 7Tolaljobs [@30Pending [F0InProgress [@OFailes [A0Avored [ 7 Complete
Description [Status [Message T Abort [ Demis |
Add Server ovm-sn.oow.com to Server Pool mypaol  Completed Abort Detalls -
Create Server Pool mypool Completed mbort Details | ‘E

Figure 2.6.3

You will now create a storage repository.

2.7 CREATE A STORAGE REPOSITORY

A storage repository is where Oracle VM resources may reside. Resources include virtual machines,
templates for virtual machine creation, virtual machine assemblies, ISO files (DVD image files),
shared virtual disks, and so on.

We will create a storage repository for Oracle VM by using a pre-existing disk. This disk already
contains an existing repository with Oracle RAC template inside. Creating the repository is very
simple but importing the Oracle RAC template would take too much time during this HOL session.
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TODO:
* Inservers and VMs Tab, select ovm-srv.oow.com and in Perspective choose Physicals
disks (Figure 2.7.1)
» Select the 50GB hard disk (SATA_VBOX_HARDDISK) (Figure 2.7.1)

« Clickon “® {0 refresh the Physical Disk (Figure 2.7.1) and click OK on the Confirmation

i nt e e e =l@] =
File Edit View Histary Bookmarks Tools Helg
] Ol M Hame L ———————————————— e —
€ | @ nitps://192.168.56.3:7002/ v/ console, esource/resourceView.jspi?_afrWindowMode=08: afrl aop=28910977231358, adf.cirl-state=128j8slg:0_9 | |28 - Google P &
ORACLE" VM Manager Loggedinas: admin Logout Settings - Help ~
m Servers and VMs Repositories Networking Storage Tools and Resources Jobs Getting Started
4 -
] —— . = | B
bmPEad 27X QAR ) saRerSPecive {| Physical Disks : a ][] »
7 [ SererPools : |Event Severily | Size (G
-] - TR L L Size O Oracle® VM
= \_VBOX_t £ Normal A =
— Getting Started 5
£ Unassigned Virtual Machines Table of Contents
4 i Discover Oracle VM Servers
Discovering Oracle VM Servers
Discover Storage
Discovering a file server
Discovering a SAN server
< m ri Create a Virtual Machine Network
Rbe Salsted. Creating a virtual machine network
Create VNICS
|
@ Job Summary: [J8TotalJobs [@O0Pending [F0InProgress [@O0Failed [f 0Aborted [ 8 Complete
Description |status |Message Abort Details

Figure 2.7.1

* In Repositories tab, click on Show All repositories, you will see the pre-existing OVMRepo.
For now, this repo is not owned/presented to any server

e Select the OVMRepo and click 7 to edit the Repository (Figure 2.7.2)
* Inthe Edit Repository wizard, Set Take Ownership (Figure 2.7.2)
* Inthe Present Repository tab, add mypool(0/1) to the Presents to Server Pool(s) list box
(Figure 2.7.2)
e Click OK to complete
3 Cracie VM Home W Firetox

M H efs alE| = |
pelil e e 3e- .
| Oracle VM Home
€& @ Hitps//192.168.56,3.7002/ ovin/console/faces/resource/resourceView ofWindowMode-08_sfrl cop=A( 120868 adf ctri-state=mBHT0uz 0 e | (88 Googie 2 &
ORACLE VM Manager Logged inas: admin Logoul  Sstings » Help -
Helworking Y Storage \ _Tools and Resources
L ’ i
Perspecive: Info [=] B, Edit Repository
cai) = -
a® Repository Name: OVMRepo [ M _Present Repository |
Q
e S PreseptRepository QiMRepato.  © Server Pools  Servers
[}, Edit Repository V4]
allable Server Ffool(s) Present to Server Pool(s)
Repository Present Repository [mipooi01) |
[0 Assemblies q ) LRI 4 mypool(0/1) 4
& 1s0s D 00041H00000300004158¢891347c050: |
3 Virusl Disis * Repository Name: | OVlRepo
=1 VMFiles
Description:
| 5/ 7aks Ownersrip =
Cancel| 0K
@ Job Summary: [J@7olJobs  [@0Pend|
L ! I mved |  Deuils
Relrash File System 0004m00G0050000ta55 21430215, cancel] ok | | Asor Betails | <
Rafrsh Physical Disk SATA_VBOX HARDDISK_VBdod | Aot Detsis | |&
Add Server oy-si0ow com to Server Pool mypool ) Anoit Dataiis |

Figufe 2.7.2
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e The repository is now owned and presented to the Oracle VM Server ovm-srv.oow.com
* You need to refresh the repository by clicking on W@ (Figure 2.7.3)
.. -— = .

3 = =
Tc
. s Be0S =
€ @ nhttps://192.168.56.3 source/resourceView jspx?_afrWindowMode=08,_afrl aop=2 ate=128j8slgv0_9 || 8- Google Pl #
ORACLE" VM Manager Loggedinas: admin Logout  Settings ~ Help~
Health Servers and VMs Repositories Networking Storage Tools and Resources Jobs Getting Started
| } -l
() Show My Repositories E
® Show All Repositaries
e Oracle® VM
Getting Started 2
Table of Contents
3 vm Templates j L=
[ Assemblies ﬂ Discover Oracle VM Servers
3 1sos Discovering Oracle VM Servers
[0 vinual Disks Discover Storage
3 vmFiles Discovering a file server
Discovering a SAN server
a7 = v Create a Virtual Machine Network
Rows Selected 1 | Columns Hidden 1 Eeating wiriRal mackine netimec
Create VHICs
|
@ Job Summary: [ 14Totaldobs [BOPending [R0InProgress @ 0Failed [ 0Aborted [ 14 Complete
Description |status |Message Abort | Details |
Refresh Repesitory OVMRepo Completed Abort Details &
Present Repository OVMRepo to Server ovim-snv.oow.col Completed Abort Details El
e Under OVMRepo, VM Templates check that Oracle RAC 12c template is present (Figure
@ Oracle VM Home - Mozilla Firsfox A oo % . = 3
Oracle YM Home | 'S 1) AEES .o
€& @ hips//102168563 indowhode | |#] - Google P #®
ORACLE VM Manager Logged inas: admin Logout Setings - Help -
Health Servers and VMs Repositories Networking Storage Tools and Resources Jobs Getting Started
_ t t B —
() Show My Repositories view- | & b 72 R
@ Show All Repositories -1 T M | Operatins i
—- Name Domain Type |M% MiMalF'ro:essors |Spsle 9 Description ‘ Oracle@& VM
o [s 2 ;. =
(1 A@ 7 EoR TF0207 1 = 7 Getting Started 5
7 [B] Repositories - — - =
7@, OVMRepo [l Configuration L Networks  Disks Table of Contents
[0 [vmTemplates| . £ =
[ Assemblies q Name: MW_ZLSU" e :I‘ch‘*;s‘"cab ;g” Network i Discover Oracle VM Servers
=3 ‘E.'DS Operating System: Oracle Linux 6 i Default |4 Discovering Oracle VM Servers
(3 virtual Disks et o Discover Storage
[ vmFiles s DomainType: oot Discovering a file server
Wax. Memory (MB): 2048 High Availability: No Discovering a SAN server
Memory (MB) 2048 Boot Ordar: | Create a Virtual Machine Network
Rows Selected 1 Creating a virtual machine network
Create VNICs
e
@ Job Summary: [ 14Totaldobs [@0Pending [F0InProgress [@0Failed [ 0Avorted [ 14 Complete |
Description |status |Message | Aport | Details |
Refrazh Rennsitary OVMRenn Completad Abort Details | i

Now that you have a repository and an Oracle RAC 12c¢ template inside, you are going to create 4
virtual machines from this template.
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2.8 CLONE 4 VMS FROM DB/RAC ORACLE VM TEMPLATE

The goal of this HOL LAB is to configure a 4 nodes RAC cluster, you will need to create 4 virtual
machines. Before creating those virtual machines you are going to edit the template and match the
template with the network configuration you created in 2.4 Configure the Network

TODO:

* In Repositories Tab, select OVM_OL6u4...DBRAC Template and click 7 to edit the
template (Figure 2.8.1)

* In Edit VM Template wizard, select Networks Tab and assigne PubNet, PrivNet and
ASMNet to the Selected Ethernet Networks list box (respect the order, PubNet first,
PrivNet second and ASMNet third). Any other network present in the Selected Ethernet
Networks can be removed.

_

{8 Oracle VM Home - Mozilla Firsfox @] =
Bl view Histc Bookma T Hely
| £} Oracle ¥M Home |+ - ._.‘ TIT
€ | @ hitps://192.168.56.3:7002/ ovm/ console/faces/resource/resourceView,jspxl_afrWindowMode=08t afrlaop=420980888764 8 adfctrl-state=43vidzedu 9 | |- Google P &
ORACLE" VM Manager Logged inas: admin Logout Settings - Help -
1
Servers and VMs | Repositories Networking Storage Tools and Resources Jobs
_ !
@ Show My Repositories - :
=) Show Al Reposilofies 2 /Edit VI Tempiate:0VM_OLGU4_X86_64_12101DBRAC_PVM-tof2 thz
g etvorks
‘I@ Repositories Available Ethernet Networks: Saleaeﬂ E('NEITINNEMDWE
7@ OvMRepo Pubhlet
= Privet | O 4
B Ascemblies LAsel_] Keep same order |
3 I1sos
[ Virtual Disks 2
3 vMFiles % =
g o4
|
2 z
8 =1
@ Job Summary: [J
Description
Edit VI Template QVM_OLGU:
Create Network ASMNet Cancel oK
Delete 106981d32d . = =t =0
= i i - . . PN =
———— gance\‘ 0K ‘
+ Click OK

* Click the Servers and VMs tab (Figure 2.8.2)

«  Click Create Virtual Machine 4 in the toolbar (Figure 2.8.2)
e From Create Virtual Machine wizard (Figure 2.8.2)

0 Select Clone from an existing VM Template

o Clone Count=4

o VM Name =rac
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{8 oracte VM Home - Mozilla Firefox = bd
File Edit View H Book i
Oracle VM Home
€ | @ hitps//192.168.56.3:7002/ ovin/c <ource/resourceView jspx?_afrWindowMode=08 afrl oop=192743 88 adf.ctrl-state | | * - Google Pl #
ORACLE VM Managsr Logged in@s: admin Logoul Seflings ~ Help ~
Health Dot
uif Create Virtual Machine
" =t 4@ How do you want to create your Virtual Machine? 3 _ ﬂ [
) . EuraKeymav ‘Operating System
v J'E mypoal (©) Create a new VM (Click Mext' to continue) @ Clane from an existing VM Template ern-us Oracle Linux &
H ‘ovm-srv.oow.com! e —— en-Us Oracle Linux &
(] Unassigned Servers OR " b er-uis Oracle Linux &
[ Unassigned Virual Wachines *Repasitory: /| OVIMRepo = en-us Oracle Linux &
* VM Templats: | OVM_OLBUI4 X86_64_12101DBRAC_PVM-1 of~]
- 4
* Server Pool. | mypool [=]

Description:

_Gancel | Finish | | T
Figure 2.8.2

*  Click Finish
* In Servers and VMs Tab, In Perspective select Virtual Machines, you shoud have 4 VMs :

rac.0, rac.1, rac.2 and rac.3 SFi%ure 2 3=
{8 Oracle VM Home - Mozilla Firefox

= =
File Ed 1
————— -
€ @ https://192.168.5637 WindowMode=08 afrlo: & | |2~ Google Pl #®
ORACLE" VM Manager Logged in as: admin Logout Seftings + Help ~
m Servers and VMs Repositories Networking Storage Toois and Resources Jobs
) ! '
B m lﬁ o v i a@ View v | Perspecive: |Virual Machines [=| # 3¢ [ o o 7 | |NameFilter [+]
v [P SenverPoals T [Tan(s).Fvent Severit, [Sanve — {7 Proces = ating system.._ |
v B8 mypool I rac0 Stopped Normal OVIT-SN.00W.COM 1 Oracle Linux |
i I racl Stopped Normal ovm-srv.00w.com 1 en-us Oracle Linux 6
[l Unassigned Servers - rac2 Stapped Normal VM-SV 00W.COM 1 an-us Oracle Linux 6
[0 Unassigned Virtual Machines L rac3 Stopped Normal OVM-SIV.00W.COM 1 en-us Oracle Linux 6

=
@ Job Summary: [ 30TotalJobs [ 0Pending [@0InProgress g 0Failed [ 4Aborted [ 26 Complete
Description |status |Message | Abort | Details |
Delete Existing Clone Customizer from OVM_OLBU4_xX: Completed Abort Details iz
Clone rac.3 from OVM_OL6UA4_X86_64_12101DBRAC_ Completed Abort Details =
Clane rac.2 from OVM_OLBUA4_X86_64_12101DBRAC_ Completed Aport Details

Figure 2.8.3

You can now follow-up with creation of a shared disk for the future ASM configuration.
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2.9 CREATING SHARED DISK FOR ASM CONFIGURATION

ASM is a volume manager and a file system for Oracle database files that supports single-instance
Oracle Database and Oracle Real Application Clusters (Oracle RAC) configurations. ASM is Oracle's
recommended storage management solution that provides an alternative to conventional volume
managers, file systems, and raw devices.

ASM uses disk groups to store datafiles; an ASM disk group is a collection of disks that ASM
manages as a unit. Within a disk group, ASM exposes a file system interface for Oracle database
files. The content of files that are stored in a disk group are evenly distributed, or striped, to eliminate
hot spots and to provide uniform performance across the disks. The performance is comparable to the
performance of raw devices.

In this session we will create only one ASM disk. In a real world scenario we would have more than
one ASM disk. Although those disks could be created using Oracle VM Manager GUI, the process
would be very repetitive. Instead you are going to use CLI commands to create and map our ASM
disk to VM rac.0, rac.1 and rac.2. Because VM rac.3 will be the LEAF node, we don't give it access to
the shared disk.

Oracle VM CLI commands can be scripted which is more user friendly for automatic and repetitive
command. The CLI is included in the Oracle VM Manager installation.

TODO:
» According your os open a terminal windows or a putty and connect on ovm-mgr.oow.com with
ssh (192.168.56.3) with credential admin/Welcomel on port 10000 (Figure 2.9.1) :
Linux command : ssh admin@192.168.56.3 -p 10000

R PuTTY Configuration sy g ? B | 5192168563 - PuTTy = | B =

Category:
(=) Session Basic options foryour PuTTY session

i Logging B §
£ Teminal

Specfy the destination you want to connect to
glizne for Faddresst fol

i oard i ]

i :z;’h 1 fadmin@ 152 168563 || 10000

: L. Featurss Connsction type 3

= Window Raw (7 Telnet Rlogit @ S5H Serial

| Appearance
Behaviour
Translation

Load, save or delete a stored session |

Saved Sessions

+- Colours [ Defautt Settings

£ Cornestion
i~ Data

{ Proxy

- Telnet

;-Hlug\n

%:--SSH =

et Close window on exit:

Always ) Never @ Or‘-iy on cleEn exit
[ mow || Hep | [_open [ canee
Figure 2.9.1

» Creation of the shared disk using create VirtualDisk command (Figure 2.9.2) :

create VirtualDisk name=racasm1l size=5 sparse=yes shareable=yes on Repository name=OVMRepo
e Mapping shared disk to each VM (Figure 2.9.2) :

create vmDiskMapping slot=2 storageDevice=racasm1 name=racasm1 on vm name=rac.0

create vmDiskMapping slot=2 storageDevice=racasm1 name=racasml on vm name=rac.1l

create vmDiskMapping slot=2 storageDevice=racasm1l name=racasml on vm name=rac.2
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&P 192.168.56.3 - PuTTY = B =&

i: 0004E
Figure 2.9.2

« Check racasml disk is present and assigned to VMs rac.0, rac.1 and rac.2 :

@ Oracle VM Home - Mazilla Firefox = =
€ | @ https://192.168.563:7002/ ovmi/console/face efr i = = o
ORACLE" VM Manager Logged inas: admin L Seffings ~ Help +

T  Serversand vis Repositories Networking Storage Tools and Resources Jobs

By X QL | View » | Perspective: | Vitual Machines [+ | /# 3 B Haoy 2 O > & & % T E | NameFiter [v]

| BweiPodia Status _|Tag(s) |Event Severity |Ser | ax Memory (B

=HAME oy (ME) [MaY EroCess0ms| PIOCasSOMRBYMAD
v P m 7 raco {stopped Hormal oVmsroow.com 2048 2048 1 1 en-us
i I

[ Unassigned Servers 1. Configuration -+ Networks YNGR T

[ Unassigned Virtual Machines Slot |Disk Type Content |Size (GiB) |Repasitory jLocatmn
0 virual Disk 0004f60000120000550685¢5d633¢611img 120 OVMRepo devimapperSATA_YBOX_HARDDISK_VBd | |=
1 Virual Disk 0004f0000012000077112003ed76717c.img 300 OVMRepo /devimapper/SATA_VBOX_HARDDISK_VBd
5 Virtual Disk racasmi 5.0 OVMRepo IdevimapperSATA_VBOX_HARDDISK_VEd

You will now be able to start/configure all VMs using the deploycluster tool.
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3 START INSTALLATION USING DEPLOYCLUSTER

Oracle VM 3 users can benefit from the DeployCluster tool which now fully supports Single
Instance, Oracle Restart (SIHA) or RAC deployments. The tool leverages the Oracle VM 3 API so
that given a set of VMs it quickly boots them up sends the needed configuration details, and an
automated Single Instance or cluster build is initiated, without requiring the user to login to DomO, any
of the involved VMs or Oracle VM Manager.

In Oracle RAC deployments there are two ways to deploy the templates (hence two separate
documents):

e Production — Supported: where the shared disk is configured as physical devices passed
through to the guest Oracle VMs. For more details on running Oracle RAC in Oracle VM
environment, see: http://www.oracle.com/technetwork/database/clustering/oracle-rac-in-
oracle-vm-environment-131948.pdf

» Test— Unsupported: where the shared disk is configured as virtual devices — in this
configuration both guests can also run on one Oracle VM server.

Production environments may not:
a) Run more than one VM belonging to same Cluster on the same Oracle VM Server (DOM-0)
b) Use files in DOM-0 to emulate shared disks for the Oracle RAC Nodes/VMs.

In this HOL LAB, you are going to deploy the template in Test mode.

3.1 CREATE A NETCONFIG.INI FILE FOR DEPLOYMENT

To save time, the deploycluster tool was already downloaded on the Oracle VM Manager.

The file is DBRACOVM-Deploycluster-tool.zip and was already unzipped.

Because of limited ressources we have on the laptop, a 4 nodes RAC (Flex Cluster, Flex ASM)
will take more than 2 hours to deploy so you will not see the end of the deployment. By
comparison, a similar deployment on bare metal/OVM environment could take around 30-40
minutes.

TODO:
e ssh on ovm-mgr.oow.com (credential root/ovsroot)
ssh root@192.168.56.3
* change to directory /SoftOracle
cd /SoftOracle
e You should find following files :
o DBRACOVM-Deploycluster-tool.zip
o dbracovm-deploycluster-tool-1979303.pdf (deploycluster tool documentation bundle
within the zip file)
o deploycluster directory
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» change directory to /SoftOracle/deploycluster/utils and check netconfigl2cRAC4node.ini :
# Node specific information

NODE1=rac0O # Node 1 name
NODE1IP=192.168.56.10 # Node 1 IP adress
NODE1PRIV=rac0-priv # Private IP name for RAC
NODE1PRIVIP=10.10.10.230 # Private IP for RAC
NODE1VIP=rac0-vip # Virtual IP name for RAC
NODE1VIPIP=192.168.56.230 # Virtual IP for RAC
NODE1ROLE=HUB # ROLE NODE (HUB or LEAF)
NODE2=racl

NODE2IP=192.168.56.11
NODE2PRIV=rac1-priv
NODE2PRIVIP=10.10.10.231
NODE2VIP=racl-vip
NODE2VIPIP=192.168.56.231
NODE2ROLE=HUB

NODE3=rac2
NODE3IP=192.168.56.12
NODE3PRIV=rac2-priv
NODE3PRIVIP=10.10.10.232
NODE3VIP=rac2-vip
NODE3VIPIP=192.168.56.232
NODE3ROLE=HUB

NODE4=rac3
NODE4IP=192.168.56.13
NODE4PRIV=rac3-priv
NODE4PRIVIP=10.10.10.233
#NODE4VIP=rac3-vip
#NODE4VIPIP=192.168.56.233
NODE4ROLE=LEAF

# Common data

PUBADAP=eth0 # Public interface is ethO
PUBMASK=255.255.255.0

PUBGW=192.168.56.1 # Private interface is ethl
PRIVADAP=eth1

PRIVMASK=255.255.255.0 # Cluster name

RACCLUSTERNAME=00ow12c

DOMAINNAME=localdomain # May be blank

DNSIP= # Starting from 2013 Templates allows multi value
# Device used to transfer network information to second node
# in interview mode

NETCONFIG_DEV=/dev/xvdc

# 11gR2 specific data

SCANNAME=oow12c-scan # SCAN name
SCANIP=192.168.56.235 # SCAN IP address
GNS_ADDRESS=192.168.56.236 # Grid Naming Service IP address
# 12c Flex parameters (uncomment to take effect)

FLEX_CLUSTER=yes # If 'yes' implies Flex ASM as well # Building a FLEX Cluster
FLEX_ASM=yes

ASMADAP=eth2 # Must be different than private/public # FLEX ASM require dedicated net

ASMMASK=255.255.255.0

NODE1ASMIP=10.11.0.230
NODE2ASMIP=10.11.0.231
NODE3ASMIP=10.11.0.232
NODE4ASMIP=10.11.0.233

# Single Instance (description in params.ini)

# CLONE_SINGLEINSTANCE=yes # Setup Single Instance
#CLONE_SINGLEINSTANCE_HA=yes # Setup Single
Instance/HA (Oracle Restart)
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3.2 RUNNING DEPLOYCLUSTER.PY

Deploycluster tool can be run with several parameters, here we will use :
e -u:Oracle VM Manager user
* -M:list of VMs
* -N: netconfig file to be used during deployment
e -P: parameter for the building cluster
e -D: Dryrun mode to see a simulation of the operation that will be performed

» change to directory /SoftOracle/deploycluster

* run the following deploy command in Dryrun mode :
.Jdeploycluster.py -u admin -M rac.? -N utils/netconfigl2cRAC4node.ini -P utils/params12cOOW.ini -D
You will be asked for a password : Welcomel

Figure 3.1.2.1

e Check for any error, all steps should be green, if not, correct any issue

* When OK, run the same command than before without the -D :
Jdeploycluster.py -u admin -M rac.? -N utils/netconfigl2cRAC4node.ini -P utils/params12cOOW.ini
You will be asked for a password : Welcomel
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e In Oracle VM Manager GUI, check that all VMs are starting/running and open a console on
VM rac.0 by selectin wthe VM and cllcklng on L (Flgure 3.1.2.2)

18 Oracle VM Home - Mozilla Fireforl

‘:\::}Orac\EVM Home

€& | @ nittps//192.168.56.3:7002/ovm

ORACLE VM Manager

TN serersandviis Repositories MNetworking Storage Tools and Resources Jobs

B g 27X LA™ View - | Perspective: |Vinual Machines [+] | # x > W@ P OCI 5§ & % FE | NameFiter [+] Go

v B3 Server Pools T [Name £ |Status | Tags).~ Evert SEVery \Selw' == |Max. Memory (MB} [Memnory (MB)  |Max. Processors|ProcessorsKeymap | Operating System |
I ;Bj mypool o racd Running Normal ‘ovm-srv.oow.com 1024 1024 1 1 en-us Oracle Linux &
i ovm-srvoow.com [ rac.t Running Nosizl ovme-siv.oow.com 1024 1024 1 g en-us Oracle Linux 6

[l Unassigned Servers - rac2 Running _.~~" Normal ovm-srv.oow.com 1024 1024 1 1 en-us Oracle Linux &

[ Unassigned Virtual Machines £ rac3 Runpirt Narmal ovm-srvoowcom 1024 1024 1 1 en-us Oracle Linux 6 A
(&) raco 4 — (‘_, rac3 =8 ®

Disconnect | Options | Clipboard | Record | Send Ctrl-Alt-Del | Refresh

Oracle Linux Server release 6.4
[Kernel 2.6.39-468.189 uek.x86_64 on an x86_64

Send Cirl-Alt-Del | Refresh

Disconnect | Options | Clipboard | Record

racl login:

erver release 6.4

9-48A.109.1.e16uek . <B6_64 on an x86_64 not Server pgledse 6.4

9-488.169. 1. clbuck . xB6_64 on an xB6_6bd

rac login:

Dy e Linux Server release 6.4
[Kernel 2.6.39-488.189.1.el6uek.xB6_64 on an xB6_64

(Figure 3.1.2.2)

It is possible to monitor the buildcluster progress, by ssh to the first VM (rac.0) and looking at
/u01/racovm/buildcluster.log. This logfile will have all commands executed in verbose mode, so you
can see as the various tools, like clone.pl, netca, emca are executed along with their output.

TODO:
e Wait for prompt login on VM rac.0
» Connect on VM rac.0 using ssh (as defined in netconfig file IP of the VM is 192.168.56.10)
ssh root@192.168.56.10 (password is ovsroot)
e Check progress in the log file of the buildcluster operation : /u0l/racovm/buildcluster.log
tail -f /u01l/racovm/buildcluster.log

Congratulations,

you are now at the end of this HOL session. As you can see you are pretty much at the limit of what
we can achieve with a "small" laptop. As long as the buildcluster operation will progress on each
node, access to the VMs will be quite slow. Because of several laptop ressources limitation (CPU,
disk access and network bandwidth) you will not be able to see the end of the deployment during this
session.
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4 REFERENC

4.1 ORACLE VM DOCUMENTATION

http://www.oracle.com/technetwork/server-storage/vm/documentation/index.html
Release 3.2.1

Oracle VM Rel 3.2.1 Doc ion

The Oracle VM Release 3.2.1 documentation set includes information on Release 3.2.1, which is the initial release of Oracle VM Release 3.2. This documentation set should also be used for any future
3.2.xreleases. Use this documentation set in addition to any README files included with the 3.2_x patch updates.

Oracle VM Release 3.2.xpatch updates can be downloaded from http://www.orade.com/technetwork/server-storage/vm/downloads/index.html.

Oracle VM Release Notes for 3.2.1 HIML PDE ePub
Oracle VM Installation and Upgrade Guide for Release 3.2.1 HTML PDF ePub
Oracle VM Getting Started Guide for Release 3.2.1 HTML PDE ePub
Oracle VM User's Guide for Release 3.2.1 HTML PDF ePub
Oracle VM Paravirtual Drivers Installation Guide for Microsoft Windows for Release 3.2.1 HTML PDE ePub
Oracle VM Utilities Guide for Release 3 HTML PDF ePub
Oracle VM Security Guide for Release 3 HTML PDF ePub
Oracle VM Command Line Interface User's Guide for Release 3.2.1 HTML PDE ePub

4.2 DB/RAC ORACLE VM TEMPLATE DOCUMENTATION

http://www.oracle.com/technetwork/server-storage/vm/database-templates-12c-11qr2-1972804.html
Oracle VM Templates for Oracle Database - Availability

Number | Name Version Release Date | Usage Notes | Download From
11. Single Instance & Oracle Real Application Clusters Images hosted on the Software Delivery Cloud Media Pack: B74026-01 "Oracle
(RAC) 12¢ Release 1 (64-bit) on Oracle Linux 6.4 For Test VM Templates for Oracle Database Media Pack for x86 (64 bit)" Files: V38984-01,
(w/OVMAPI Support)  |v3sess-01
12.1.0.1.0| AUG2013 |For Production
10.  |Single Instance & Oracle Real Application Clusters For Test For  [My Oracle Support Patch# 14000092 32Bit & 64Bit Linux
(RAC) 11g Release 2 (x86 32-bit and 64-bit) on Production

Oracle Linux 5.9 (w/OVMAPI Support) Ji0057| AvE20Ls

9. Oracle Real Application Clusters (RAC) 11g Release |11.2.0.3.2 JUN2012, |For Test For |My Oracle Support Patch# 13818831 32Bit & 64Bit Linux

2 (x86 32-bit and 64-bit) on Oracle Linux 6.2 AUG2012  |Production
(w/OVMAPI Support) | (update)

8. Oracle Real Application Clusters (RAC) 11g Release For Test For  [My Oracle Support Patch# 14000016 32Bit & 64Bit Linux
2 (x86 32-bit and 64-bit) on Oracle Linux 5.8 Production

OVMAPI Support
/ uppart 11.20.26| MAY2012

7. Oracle Real Application Clusters (RAC) 11g Release For Test For  [My Oracle Support Patch# 12694014 32Bit & 64Bit Linux
2 (x86 32-bit and 64-bit) on Oracle Linux 5.7 11.2.0.3.0 SEP2011 Production
Oracle Real Application Clusters (RAC) 11g Release For Test For  [My Oracle Support Patch# 11836831 32Bit & 64Bit Linux
6. 2 (x86 32-bit and 64-bit) on Oracle Linux 5.6 11.2.0.2.2 JuL2011 Production
Oracle Real Application Clusters (RAC) 11g Release Images hosted on the Software Delivery Cloud Media Pack: B60419-02 "Oracle
5. |2 (x86 32-bit and 64-bit) on Oracle Linux 5.5 APR2011  [For Test VM Templates for Oracle RAC 11gR2 Media Pack for x86_64 (64 bit)" or
11.2.0.1.4 B Bradudtion E;;:u?-oz Oracle VM Templates for Oracle RAC 11gR2 Media Pack for x86 (32

More versions available, see My Oracle Support Note ID 1185244.1

4.3 ORACLE FLEX ASM

In a typical Grid Infrastructure installation, each node will have its own ASM instance running and act
as the storage container for the databases running on the node. There is a single point-of-failure
threat with this setup. For example, if the ASM instance on the node suffers or fails, all the databases
and instances running on the node will be impacted. To avoid ASM instance single-point-failure,
Oracle 12c provides a Flex ASM feature. The Flex ASM is a different concept and architecture all
together. Only a fewer number of ASM Instances need to run on a group of servers in the cluster.
When an ASM instance fails on a node, Oracle Clusterware automatically starts reviving
(replacement) the ASM instance on a different node to maintain availability. In addition, this setup also
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provides ASM instance load balancing capabilities for the instances running on the node. Another
advantage of Flex ASM is that it can be configured on a separate node.

RAC Cluster
Databases share -
ASM instances DB, DB, DBB \ DBB ‘ DBC
ASM Iristance
Node1 Node2 Node4 ASM Node5 ASM
Node1 I Node2 t
runs as runs as
ASM AN
Clientto Clientto
Noded Node3
ASM Cluster Pool of Storage
Shared Disk Disk Group A Disk Group B ASM Disk

enesres | 2 e b b | | e e o o

4.4 ORACLE FLEX CLUSTER

Oracle 12c support two types of cluster configuration at the time of Clusterware installation:
Traditional Standard Cluster and Flex cluster. In a traditional standard cluster, all nodes in a cluster
are tightly integrated to each other and interact through a private network and can access the storage
directly. On the other hand, the Flex Cluster introduces two types of nodes arranged in Hub and Leaf
nodes architecture. The nodes arranged in Hub nodes category are similar to the traditional standard
cluster, i.e. they are interconnected to each other through a private network and have the directly
storage read/write access. The Leaf nodes are different from the Hub nodes. They don’t need to have
direct access to the underlying storage; rather they access the storage/data through Hub nodes.

You can configure Hub nodes up to 64, and Leaf nodes can be many. In an Oracle Flex Cluster, you
can have Hub nodes without having Leaf nodes configured, but no Leaf nodes exist without Hub
nodes. You can configure multiple Leaf nodes to a single Hub node. In Oracle Flex Cluster, only Hub
nodes will have direct access to the OCR/Voting disks. When you plan large scale Cluster
environments, this would be a great feature to use. This sort of setup greatly reduces interconnect
traffic, provides room to scale up the cluster to the traditional standard cluster.

4.5 THIS DOCUMENT

This document can be found on http://blogs.oracle.com/ocanonge or
http://blogs.oracle.com/cpauliat/entry/hol _oow2013
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